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● Understand the foundational concepts and background of large language models (LLMs).
● Explore the application of LLMs in library information organization tasks, including 

classification and subject analysis.
● Understand LLMs training strategies, such as few-shot learning, fine-tuning, and Chain-of-

Thought reasoning.
● Learn to apply LLMs in subject analysis by structuring outputs to meet user needs.

Learning Objectives



Outline

● AI in Library Information Organization
● Foundations of LLM Training
● Case Demonstration: LLMs for Subject Analysis



AI in Library Information Organization



Gauging Library Needs for AI-Assisted Cataloging

Library Information Organization: the established methods libraries have historically used to 
arrange, describe, and provide access to information resources (books, journals, media, etc.) so that 
users can efficiently find and use them.

● In the future, can all knowledge objects be in digital format?
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Gauging Library Needs for AI-Assisted Cataloging

Traditional Classification System: Retain <-> Abandon?

● Do we still need classification code and subject terms to describe knowledge objects?
● Retrieve information with better AI systems?

images from Google Images



Gauging Library Needs for AI-Assisted Cataloging

Retrieve Information with AI systems?



Gauging Library Needs for AI-Assisted Cataloging

Is AI needed in library information organization?
○ What about the cataloging of increasing amounts of books and dissertations?
○ What about the large amount of foreign resources, like books, journals?
○ What about enriched description with subject headings for existing knowledge objects?

Use AI to:

Ø Collaboratively work with librarians

Ø Enhance the traditional library information organization work

Ø Automate work that can be done by AI and put more time to research and innovations



Aims and Questions

Aim

● Create a synergy by combining the capability of AI with the expertise of catalogers, to empower 
catalogers to be efficient and accurate.

Research Questions

● How can LLM-based models be developed to generate accurate cataloging results, particularly 
classification and subject analysis, for both English and foreign language resources?

● How can AI models be integrated into cataloging procedures to assist librarians?



Train LLMs for Cataloging Tasks



Explore how LLMs can be applied to predict the classification code of a book automatically.

LLMs for Book Classification Tasks using LCCS



LLMs Applied in Subject Analysis 

Generate accurate LCSH subject headings with Large Language Models (LLMs) with metadata fields

Assuming that you are a professional cataloger in a library, please assign several 
subject headings to a book by selecting from the list of candidate Library of Congress 
subject headings based on the book's title and abstract. Return the selected subject 
headings in JSON format without explanatory text.

Title: ```{{Title}}```

Abstract: ```{{Abstract}}```

Candidate Library of Congress subject headings:```
{{candidate_words}}
```



Benefits and Challenges

Benfits:

Automation Efficiency

Improved Discovery

Multilingual Support 

User Interaction

Challenges:

Accuracy & Consistency

Bias & Hallucination

Data Privacy

Maintenance Cost 

⚠✅



Foundations of LLM Training 



110M, Masked 
Language 
Modeling 
(MLM), 
bidirectional 
transformer

1.5B, Decoder-
only 
Transformer, 
autoregressive 
text generation

GPT-4: ~1T, 
LLaMA 2: 7B, 
13B, 70B, 
improved 
reasoning

300B+, Long-
context 
processing; 
multimodal

2018 2019 2020 2022

BERT GPT-2 T5,GPT-3 BLOOM

2023 2024 2025

GPT-4/LLaMA 1 & 2 Gemini 1.5 DeepSeek

T5: up to 11B; 
GPT-3: 175B, 
few-shot and 
zero-shot 
learning

176B, 
Multilingual 
Transformer

671B, 
advanced 
reasoning 
modules

Milestones in LLM Evolution



How to make LLMs good at domain-specific tasks?

• Prompt engineering 

• Few-shot learning

• Chain-of-thought reasoning

• Fine-tuning 

• Post-editing

Some “tricks” in LLMs



• “Prompt Engineering” is refine the input we give to an LLM so that it produces the desired output.

• This includes choosing the right wording, structure, and context.

Basic Prompt:

Assign a subject heading to this book

Result: "Climate change"

Refined Prompt:
“You are a professional librarian. Read the following book 
description and assign the most accurate Library of Congress 
Subject Headings, including broader and narrower terms where 
appropriate.
Result:
Climate change—Agricultural aspects
Agriculture—Environmental aspects
Sustainable agriculture—Adaptation

VS

Prompt Engineering



• A prompt works as the starting signal for LLM.

• When we type a prompt, the model converts your words into numerical representations 

(embeddings).

• It then predicts the next word step-by-step, guided by the context we provided, until the answer 

is complete.

• The quality, clarity, and structure of the prompt will directly influence the model’s output.

What is “Prompt”?



LLM outputs are context-sensitive—the way we ask is as important as what we ask. We use 

prompt for:

• Guide the model’s thinking

• Control the output format

• Improve accuracy and relevance

Why we need “Prompt”?



• Few-shot learning is teaching LLMs with a few examples.

• It allows LLM to learn a new task or desired output format using just a few 

examples(usually 3 to 5).

• The examples are directly put inside the prompt.

• Then the models will learn from the examples.

Few-Shot Learning



"You are a librarian. Assign the most accurate Library of Congress Subject Headings (LCSH) to each book 
description based on the given examples."
Example 1:
Description: "A detailed history of the Silk Road and its role in cultural exchange between East and 
West."
Subject Headings: Silk Road—History; Cultural relations—Asia—Europe
Example 2:…
Example 3:…
Now classify: Description: "A study of the economic and social impacts of climate change on rural 
farming communities."

Few-Shot Learning Prompt



• CoT is a strategy encourage model to generate intermediate reasoning steps before giving the 

final answer.

• Useful in complex tasks.

• Helps avoid “shortcut” answers.

Chain-of-Thoughts reasoning



• Fine-tuning is the process of continuing the training of LLM on a smaller, task-specific 

dataset.

• The goal is to adapt the model to perform a specific task better.

• Fine-tuning updates the model’s weights and changes the model ’itself.

• Adjust the model’s internal parameters using additional and domain-specific data. 

Fine-tuning



Method What it does? Pros Cons

Full Model Fine-
tuning

Updates all model 
parameters on 
your dataset

Maximum 
adaptation; works 
for major domain 
shifts

Resource 
issues(GPU, 
memory, time), 
risk of overfitting

LoRA Fine-tuning 
(Low-Rank 
Adaptation)

Freezes most 
weights, adds 
small trainable 
adapter layers

Much faster & 
cheaper; less 
storage; can apply 
multiple LoRA 
modules for 
different tasks

Less flexible for 
domain changes

Fine-tuning



• Domain specialization

• Improve task performance

• Adapt tone/style

• Reduce irrelevant answers

Fine-tuning vs Zero-shot



Case Demonstration



How we apply LLM in subject analysis?



Input Preparation

Prompt dsesign

Strategies in LLM

Evaluation 

01

02

03

04

Workflow



• Build Metadata for LLM Input.

 Raw Data Sources:  

• Usually MARC records

Key fields: Title, Abstract/Summary, Author Info…

Input Preparation



• Be clear about the goal:

example: "Identify 3 Library of Congress Subject Headings for the following book summary."

• Provide context:

"You are a helpful assistant predicting Library of Congress Subject Headings (LCSH) for books."

• Define the output format:

"Respond only with the predicted LCSH labels separated by commas."

Prompt design



Few-shot learning:

Directly  put a few example in the prompt.

Strategies to increase performance



Prompt design

Few-shot examples

Strategies to increase performance



Fine-tuning:

Strategies to increase performance



An open-sourced model Our fine-tuned models
(already modify part parameters)

Our training 
set

Training process

Strategies to increase performance



Chain-of-thought reasoning:

Refine the prompt by step-by-step reasonings.

Strategies to increase performance



Frist round 

Last round 

Second round 

Strategies to increase performance



• LCSH prediction is a multi-label classification task.

• Each book/doc may match multiple labels.

Evaluation Metrics in Subject Analysis



Metric Measures Meaning

Precision Correct predicted 
labels / total predicted 
labels

Avoids "hallucinated" 
or noisy terms

Recall Correct predicted 
labels / total true 
labels

Measures coverage

F1-score Harmonic mean of 
precision and recall

Overall balance of 
correctness and 
coverage

Evaluation Metrics in Subject Analysis



Key Metrics Used:

• Precision: When it says 1 how often is it right 

                # TP/(#TP+#FP)

• Accuracy: What fraction does it get right

     # (TP+#TN)/# Total

• Recall: What fraction of 1s does it get right

     #TP/(#TP+#FN)

prediction 

actual 1 0

1 3 2

0 3 2

prediction 

actual 1 0

1 True 
positive

False 
Negative

0 False
Positive

True
Negative

Evaluation Metrics in Subject Analysis



Title: museum rhetoric : building civic identity in national spaces

Abstract: examines the role of museums in promoting cultural heritage and national identity…

Predict LCSH: Nationalism and collective memory, Nationalism, Civic improvement, Cultural property, Museum 

exhibits, Collective memory, Civic engagement, Communication in museology, Museums, Identity (Psychology), 

National characteristics, Group identity, Public spaces, Rhetoric

Original LCSH: museums; national museums; rhetoric; nationalism; cultural property

Evaluation Metrics in Subject Analysis



Recall: 0.8 (4/5)

Precision: 0.29 (4/14)

F1-score: 0.43  [(2*0.8*0.29)/(0.8+0.29)]

Evaluation Metrics in Subject Analysis



Do you have any questions?

Thank you!


