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Abstract

Methods

The current internet ecosystem allows for a breeding ground of 

health misinformation. This health misinformation could 

potentially cause susceptible readers to make choices that could be 

detrimental for their health. Counter speech to health 

misinformation presents verified information that provides context, 

clarity, or correction to the original statements made. The goal of 

this project is to train an LLM model to detect health 

misinformation and generate counter speech automatically. The 

trained model can then be used to help alleviate the work of 

moderators and community members. We have completed the first 

step of this project, identifying effective counter speech to health 

misinformation. This will be the foundation for the next steps of the 

project, which will include modeling the effectiveness of the 

counter speech and developing the LLM-based generation of 

counter speech. 

● Data collection

○ Used the Praw api in to scrape posts and comments from 

Reddit

○ Found health-related posts using keyword filtering

● Human Labeling

○ Reddit posts were labeled by 3 individuals independently as 

“Health Misinformation” or “Not Health Misinformation”

○ Reddit comments were labeled as “Counter speech” or “Not 

Counter speech

● LLM Labeling

○ Used the Llama3 model labeling posts as health 

misinformation and comments as counter speech
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Conclusion

Using the collected Reddit data, we were able to build a starting dataset that 

will be used for LLM training. This is only the first step in the project, where 

we focused on collecting and identifying counters speech to health 

misinformation. The future of this project will focus on ensuring the labeled 

data is reliable, and determining what is effective counter speech to health 

misinformation

Step 3

LLM-based 

generation of 

effective counter 

speech

We will then develop 

LLM models using 

fine tuning and 

reinforcement 

learning to 

incorporate the 

effectiveness into the 

counter speech 

generation process.

Step 1

Identifying effective 

counter speech to health 

misinformation

We first located health 

misinformation posts on 

Reddit, then collected all 

the comments from these 

posts. For the comments, 

we first manually labeled 

them as counter speech or 

not, then will build LLM-

based classifiers for the 

automatic identification of 

counter speech. 

Step 2

Modeling the 

effectiveness of 

counter speech 

We will then collect 

the user interactions 

and follow-up 

conversations of 

counter speech to 

health misinformation. 

Using these 

interactions, we 

automatically assess 

the effectiveness of 

various counter 

speech.
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